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We realize a single particle microscope by using deterministically extracted laser-cooled “°Ca™ ions
from a Paul trap as probe particles for transmission imaging. We demonstrate focusing of the ions to a spot
size of 5.8 £ 1.0 nm and a minimum two-sample deviation of the beam position of 1.5 nm in the focal
plane. The deterministic source, even when used in combination with an imperfect detector, gives rise to a
fivefold increase in the signal-to-noise ratio as compared with conventional Poissonian sources. Gating of
the detector signal by the extraction event suppresses dark counts by 6 orders of magnitude. We implement
a Bayes experimental design approach to microscopy in order to maximize the gain in spatial information.
We demonstrate this method by determining the position of a 1 ym circular hole structure to a precision of

2.7 nm using only 579 probe particles.
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The advancement of electron microscopes [1,2] and
subsequently ion microscopes [3—5] has often been driven
by new or improved types of sources. Together with
improvements to imaging optics, better sources have
helped to push the resolution of imaging far below the
diffraction limit of visible light [6,7], enabling substantial
progress across various scientific [8] and industrial [9]
fields. More recently, techniques pioneered in cold atoms
have been employed to improve the sources in terms of
phase space occupation [10,11], temporal control [12,13],
and offering deterministic emission properties [14,15].
In this Letter, we implement a single ion source by
extracting laser-cooled “°Ca* ions from a linear segmented
Paul trap [16,17] and use it to realize a novel type of
microscopy based on deterministic probing.

In conventional microscopy, the signal-to-noise ratio
(SNR) can typically be improved by increasing the expo-
sure time or flux. This is a direct consequence of the
Poissonian statistics of the sources in use. However, a high
particle emission can be detrimental in some applications
where, for example, high irradiation causes charging [18],
contamination, or even damage [19] to samples. The
approach presented here addresses this problem in a
fundamentally different way, namely, by probing with a
deterministic source. In principle, such a source could give
rise to noiseless imaging, requiring an exposure of only a
single particle to probe for transmission. However, in
combination with a detector of finite quantum efficiency,
the signal statistics become binomial. This still leads to
inherently more information per particle and, thus, higher
SNRs than would be possible with Poissonian statistics.
In addition, the source permits gating of the detection by
the extraction event, yielding a suppression of the detector
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dark counts by 6 orders of magnitude. Finally, with a
deterministic source, the Bayes experimental design
method can be used to maximize the spatial information
gained when imaging transmissive structures with a para-
metrizable transmission function.

Setup.—The experiment is based on a Paul trap which
is constructed from four microfabricated alumina chips
arranged in an X-shaped configuration and two metal end
caps [see Fig. 1(a)]. Each chip comprises 11 electrodes for
shaping the confining electrostatic potential along the axial
direction. We operate the device at trap frequencies @/ (27)
of 0.58 to 0.85 MHz and 1.4 to 3.3 MHz for the axial and
radial modes of vibration, respectively.

The deterministic source is implemented by a fully
automated procedure: Initially, a random number of
calcium ions are loaded by photoionization and laser
cooled on the S/, to Py, dipole transition near 397 nm.
The number of ions is counted by imaging the ion
fluorescence on a CCD camera and then reduced to the
desired number by lowering the axial trapping potential
with a predefined voltage sequence, which is applied to
the trap segments [Fig. 1(a)]. The cold ions are extracted
along the axial direction of the trap by application of an
acceleration voltage of up to —6 kV to one of the pierced
end caps (—5.9 kV for experiments reported here). Fast
high voltage solid-state switches limit the jitter to less than
1 ns. The extraction time is synchronized to the phase of
the radio-frequency trap drive [Q/(27) = 23 MHz] with
adjustable delay. With this method, we attain rates for
loading and extraction of single ions of up to 3 s=!. Tons
leave the trap passing through the 200 ym diameter hole
in the end cap and are detected by a secondary electron
multiplier with a quantum efficiency of about 96%.
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FIG. 1. (a) Sketch of the single ion microscope. (b) Number of

detected ions out of 30 single ion extractions at the corresponding
profiling edge position (circles). Errors are determined from
binomial counting statistics. Dashed line shows center position
and gray lines show 1o radius of the beam waist. Fitting a
Gaussian error function p(x) = (a/2)[1 + erf((x — x)/0v/2)]
to the data yields a =28.1+£05 and ¢ =5.8+1.0 nm.
(c) Log-log plot of the two-sample deviation of the beam position
Opos Versus the number of consecutive profiling edge measure-
ments n. The fit (black line) to the beam position deviations
(circles) reveals a slope of —0.48 £ 0.01. Integration time for
n = 10 is about 5 min; for n = 100 it is about 1 h.

We measure a time-of-flight signal with a half-width half-
maximum spread of Ar = 270 ps. This corresponds to a
velocity spread of Av = 8 m/s at a typical average speed
of 10° m/s.

In order to align and scan the beam [Fig. 1(a), light blue],
deflection electrodes are placed along the extraction
path [Fig. I(a), yellow]. For focusing of the beam, an
electrostatic einzel lens with an open aperture of 4 mm is
used [Fig. 1(a), blue]. The lens’ geometry parameters are
optimized by electrostatic simulations [20] to minimize
spherical aberration. Chromatic aberration is strongly sup-
pressed due to the narrow velocity distribution of the ions.
Image information is generated by recording transmission
events for a well-defined number of extractions while
scanning the position of an object [Fig. 1(a), green] in
the focal plane using a three-axis translation stage.

Beam waist and beam stability.—The spatial resolution of
the beam in the focal plane is determined by stepping a
profiling edge into the beam and performing a fixed number
of transmission measurements at each position. Under
optimal operating conditions, we measure 5.8 £ 1.0 nm
for the 1o radius of the focus [Fig. 1(b)]. We conjecture
this resolution is limited by mechanical vibrations,
since contributions due to spherical aberration, chromatic
aberration, and electrical noise are estimated to be orders of
magnitude lower. Reducing these vibrations and cooling to
the ground state would lead to a spot size of 0.5 nm,

assuming a wave packet size of about 15 nm and the current
magnification factor of 28. This would be around an order of
magnitude above the resolution of state-of-the-art trans-
mission electron microscopy [21]. Effects due to surface
charging were never observed, even when using a non-
conducting profiling edge. Indeed, using a simple deflection
model, we estimate the number of surface charges per pixel
needed to degrade a resolution of 1 nm to be approximately
103, which is well above the maximum attainable charge
density estimated from the breakdown field strength.

The long-term stability of the system is validated by
evaluating the two-sample deviation of the lateral position
of the focus [see Fig. 1(c)]. To this end, 2048 profiling edge
measurements [similar to those in Fig. 1(b)] were carried
out, repetitively. Every measurement comprises 26 con-
tiguous profiling edge positions separated by 10 nm, each
probed with a single ion. In total, the data set contains
53 248 extraction events within an acquisition time of 18 h.
The two-sample variance [see Fig. 1(c)] is given by

N-1
’ 1

Opos(1) = mz (Xis1(n) = X;(n))2,

i=0

where X;(n) is the beam position for the ith segment derived
from fitting to the aggregate count data from n consecutive
profiling edge measurements.

If the measurements are dominated by statistical fluctua-
tions rather than beam-pointing drifts, the two-sample
deviation scales as 1/y/n. We indeed observe a scaling
exponent of —0.48(1), which demonstrates the long-term
stability of the ion beam over the entire period of about 9 h.
The minimal two-sample deviation of the beam position yields
a long-term beam-pointing stability of 1.5 nm [Fig. 1(b)].

Imaging with single ions.—We demonstrate imaging of
transmissive structures by scanning a photonic waveguide-
cavity fabricated from diamond (see Fig. 2). We received
this sample (300 nm thickness, fabricated with Ga™ ion
FIB) from the group of C. Becher [22].

For the acquisition of the image in Fig. 2(b), each pixel is
probed with one ion. Gating the detector by the extraction
event (gate time typically less than 200 ns) ensures that
the dark count rate (< 100 s!) does not affect the image
contrast. The contrast in transmissive areas is assumed to
be limited solely by the detector efficiency, resulting in
binomial counting statistics. The detector efficiency was
measured to be 96 £ 2%. Other influences such as back-
ground gas collisions are considered to be negligible. For
comparison with a conventional approach, Fig. 2(c) shows
the same structure but imaged with an experimentally
emulated Poissonian source: Prior to probing each pixel,
the number of ions to be extracted is obtained using arandom
number generator with a Poisson-distributed output, where
the mean value is set to 1. The SNR for the deterministic
source is 4.90 compared with 0.96 for the emulated
Poissonian source. This is calculated by assuming a detector
efficiency of 0.96, negligible dark counts, and SNR = u/0,
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FIG. 2. (a) SEM image of the waveguide-cavity structure.
Holes have a diameter of about 150 nm. (b) Scan of the cavity
structure using one ion at each lateral position, with a resolution of
(25 x 25) nm? per pixel. The entire information in the picture is
based on 2659 transmission events out of 4141 extracted ions.
(c) Imaging a source with emulated Poissonian behavior: The lower
SNR as compared to (c) is clearly visible. Missing holes compared
to (a) are attributed to blind holes. Here, image information is based
on 2420 transmission events out of 3694 extracted ions.

where y is the mean value, and o is the standard deviation of
the corresponding probability mass function.

Compared with a Poissonian source with flux ®p,
a deterministic source requires a flux of only ¥4, =
®pois(1 —a) to achieve the same SNR, where a is the
efficiency of the detector. For our deterministic microscope,
the same SNR as a corresponding Poissonian microscope
can be achieved with only 4% of the flux.

Bayes experimental design.—We maximize the spatial
information gain per probe event by harnessing the Bayesian
experimental design method [23-26]. Employing this tech-
nique, one can measure parameters of structures that can be
modeled by a parametrized transmission function determined
from some prior knowledge of the geometry. We first
introduce the method by means of the profiling edge meas-
urement and demonstrate how the radius and position of the
beam can be obtained more efficiently as compared to the
stepwise profiling method. In a second example, an algorithm
is presented which is able to find and determine the lateral
position of a circular hole structure with optimal efficiency.

In the Bayesian approach to parameter estimation, the
knowledge about the value of a parameter € given by
preexisting information is expressed by the prior probability
distribution function (PDF) p(6). Information from the
outcome y of a new measurement is subsequently incorpo-
rated using the Bayes update rule yielding a posterior PDF:

ploly.e) = PLEPO) m
p(yl)

Here, the right-hand side is the product of the prior PDF

and the statistical model of the measurement p(y|0,¢),

which is the probability of observing an outcome y given

the parameter values 6 and design parameters £. £ contains

the free control parameters of the experiment. Normalization

is provided by the marginal probability of observing vy,
p([€) = [ p(16.£)p(6)d6.

Use of Bayesian experimental design maximizes the
information gain per measurement by an appropriate choice
of the design parameters. The information gain of a
measurement with outcome y and control parameters &
is expressed by the urility Uy, £), which is the difference in
the Shannon entropies of the posterior and prior PDFs:

Uly.6) = / In[p(6ly. £)]p(6ly. £)d6

- / In[p(6)] p(0)do.

Averaging the utility over the measurement outcomes
yields a quantity independent of the hitherto unknown
observation:

uE) = Y. Ue&pke), (2)

ye{0,1}

which can be optimized with respect to £. Carrying out the
measurement with control parameters &, in this way,
ensures optimal information gain.

For the profiling edge measurement, the design param-
eter is the profiling edge position, while the parameters to
be determined are beam position x,, 1o radius, and detector
efficiency a, ie., 6 = (xg,0,a). The outcome of the
measurement is binary, y = {0, 1}. The measurement is
modeled as

a E—xp : _
Serfc L } if y=1,
P(10.8) = v
—gerfe S| if y =0,

which, in this case, is a convolution of the transmission
function of the structure to be imaged and a Gaussian beam
profile.

The experimental sequence is carried out as follows. The
initial prior, a three-dimensional joint PDF, for the param-
eters xg, o, and a is chosen. Its marginals can be uniform
or an educated guess, e.g., a Gaussian distribution. It is
implemented numerically, being a three-dimensional grid
of equidistant, weighted, and normalized sampling points.
For updating the prior to enable the utility calculation (2),
the Bayes update (1) is performed for each sampling point.
The maximizing algorithm is realized by calculating the
utility for an interval divided into equidistant profiling
edge positions and recursively repeating this calculation for
a smaller interval around the maximum. Five recursions
were found to be sufficient to reach the required accuracy
without incurring excessive computational expense. Here,
integrals are replaced by sums over all sampling points.
Using the measurement outcome of the real experiment
performed at the calculated optimal profiling edge position,
the Bayesian update (1) is applied to calculate the posterior
PDF, which assumes the role of the prior PDF for the next
iteration. The procedure is repeated until an accuracy goal
is reached.
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FIG. 3. Histogram of optimal blade positions. These data from
500 events are split into cases where the ion was detected (blue)
and cases where it was not (purple). Bayes fit function
p(y = 1]6,&) is shown according to the final parameter values
(black), radius ¢ = 7.18 £0.89 nm, and detector efficiency
a=0.95+0.02. The zero of the x axis is set to x,. For
comparison, the result of a maximum likelihood fit (dashed
red) to the entire data, with ¢ =7.134+0.66 nm and
a=0.95%0.02, xo =0.73 nm. The inset shows the average
deviation of the simulation results from the real value as a
function of the number of iterations, using 1000 independent
simulation runs for each data point. A multiplicative speed-up of
a factor of ~4/3 is found in determining the beam position and an
exponential speed-up from 7% to n7%7° in determining the
radius when using the Bayesian method.

Figure 3 shows the result of a typical Bayes-optimized
profiling edge measurement. The parameter values for the
Bayes fit function are derived by calculating the mean
values of the marginal PDFs of the corresponding param-
eters. For comparison, a maximum likelihood fit is also
shown, since values determined by the Bayesian method
are, in principle, not independent of the exact sequence. To
compare the stepwise method with the Bayesian method,
we implement numerical simulations of both approaches
and calculate the average deviation of the simulation
outcome from the real value as a function of the number
of iterations n (inset Fig. 3).

We demonstrate the measurement of parameter values of
two-dimensional transmissive structures with a parametriz-
able transmission function by means of a circular hole in a
diamond sample (see Fig. 4). This is also a practical
example for sample alignment, since for many applications,
such as the deposition of dopants, it is useful to know the
exact lateral position of a sample with respect to the beam
focus. For comparison, the hole structure is first scanned
with a linear sequence using 1332 ions in total, where
each lateral position is probed with one ion. A maximum
likelihood fit to the data yields a precision of Ax =
47.1 nm and Ay = 22.6 nm for the position, where the
radius was extracted to be r = 1057 £ 32 nm.

For applying the Bayesian method, the experiment is
parametrized by the lateral position of the center of the
circular hole, its radius, as well as the 16 beam radius and the
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FIG. 4. (a) A circular hole structure is scanned using one ion at

each lateral position, with a resolution of 100 x 100 nm? per pixel.
The red circle shows the result of a maximum likelihood fit to
the data. (b) The same structure is measured using the Bayes
experimental design method. For the plot, the x and y positions of
the hole were set to zero. The blue and red dots represent the
positions where an ion was, or was not, detected, respectively. The
final location and radius of the hole structure is depicted by
the dashed circle. The initial guess of the Gaussian-shaped PDF
for the position is depicted as a gray shade in the background. The
dark gray line follows the progression of its mean value, i.e.,
the assumed center position of this distribution as a function of
the number of extracted ions. Within the first four iterations, no ion
is transmitted. The spatial information of these blocked particles
shifts the assumed position, since it excludes that specific areas
are transmissive. After the first ion is transmitted, the assumed
position makes a step towards its location. (c) shows a histogram
of detected and not detected events dependent on r the distance to
the center of the structure.

detector efficiency. The radius of the beam and detector
efficiency were kept constant at 25 nm and 95% respectively.
Both values were measured separately in advance. Using
379 ions in total, the position was determined with a
precision of Ax =2.7 nm and Ay = 2.1 nm, where the
radius was measured to be r = 1004 =2 nm. Systematic
errors resulting from the deviations of the shape to the
parametrization (ideal circle) are difficult to quantify, since
the precise extent of this deviation is unknown. However, the
precision of the results apply to an ideal circular shape,
which could be available in other experiments. Although this
means a strict comparison in terms of precision per probe
event is not possible, it can be concluded that the average
information gain per probe event provided by the Bayes
method is significantly higher due to more targeted probing.

Future prospects.—In future experiments, the microscope
may be improved by increasing the repetition rate to
~125 s~! through remote loading from a magneto-optical
trap [27]. This could be further improved by generating a
constantly refilled reservoir of cold trapped ions, from where
single ions are shuttled to an extraction site. Using a
multisegmented planar trap could enable one to operate
many such reservoirs in parallel. Reliability and also reso-
lution could be improved by integrating the source into a
commercial ion beam column featuring high mechanical
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stability. The temporal control of the ions down to the
picosecond regime may also enable ultrafast time resolved
microscopy and stroboscopic measurements. Moreover,
the time-of-flight information could be used to switch the
focusing fields and, in this way, circumvent the resolution-
limiting Scherzer theorem [28], which states that a rotation-
ally symmetric ion optical lens with static electromagnetic
fields excluding space charges always exhibits unavoidable
spherical and chromatic aberrations. Through optical
pumping, it is feasible to implement a fully spin-polarized
source, e.g., for sensing magnetic polarization of surfaces
as pioneered in electron microscopy [29]. Ultimately, the
combination of control of internal and external degrees of
freedom of the ion could allow for the realization of matter
wave interferometry with single ions [30,31].

The apparatus was also conceived for deterministic ion
implantation on the nanometer scale. This would enable
fabrication of scalable solid-state quantum devices such as
systems of coupled nitrogen vacancy color centers [32],
coupled single phosphorous nuclear spins in silicon [33-36],
and cerium or praseodymium in yttrium orthosilicate [37].
Here, imaging and implantation are highly complementary,
since absolute referencing via imaging of the sample is
essential for accurate positioning of dopants.
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