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Abstract:    
In the fields of heuristic optimization, we aim to get good solutions for computationally hard 
problems. Solving the Travelling Salesman Problem, for instance, means to find the shortest tour 
that goes through n cities and returns back to the starting point. Such problems often cannot be 
solved to optimality in feasible time due to their complexity. Thus, algorithms often start with 
a more or less random initial guess about the solution and then improve it step-by-step. This 
means performance has two dimensions: granted runtime until we stop the algorithm and take 
the best-so-far result,  and  the solution quality of that best-so-far result. Sufficient theoretical 
tools to assess the performance of such algorithms are still lacking. Thus, researchers conduct 
many experiments and compare the results. Evaluating such experimental data is not easy. We 
do not just want to know which algorithm performs best and which problem is the hardest – 
we want to know  why.  We present a process which can 1) automatically model the progress 
of algorithm setups on different problem instances based on data collected in experiments,  
2) use these models to discover clusters of algorithm behaviors, and 3) propose reasons why a 
certain algorithm setup belongs to a certain algorithm cluster. Our process is implemented as 
open source software and tested in two case studies, on the Maximum Satisfiability Problem 
and the Traveling Salesman Problem. 
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